Regular paper

Effects of local land-use planning on development and disturbance in riparian areas
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A B S T R A C T

Land-use change can significantly affect the provision of ecosystem services. On a local scale, zoning laws and other land-use regulations are commonly used to influence land-use change, but their effectiveness is often unclear. We evaluate the effectiveness of local land-use planning in concentrating development and minimizing impacts in riparian areas. We use spatially-explicit land cover data from the USGS Land Cover Trends project to measure development and disturbance rates before and after implementation of Oregon’s land-use planning system. We apply a difference-in-difference estimator to address the problem of non-random assignment of regulations on the landscape. We find that land-use laws in Oregon have concentrated development inside of UGBs and lowered development rates in riparian areas. However, disturbance in riparian areas has increased inside of UGBs. Overall, our findings suggest that local land-use planning can be an effective tool for promoting the provision of non-market ecosystem services.
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1. Introduction

Land-use change has large effects on the provision of ecosystem services and biodiversity (Lawler et al., 2014; Millennium Ecosystem Assessment, 2005). The conversion of land from less to more intensive uses, such as the transformation of native grasslands into cropland or of forests into development, has greatly increased the production of market goods, including food, fiber, and housing. However, these changes often come at the expense of other ecosystem services, such as air and water quality and open space, and ecosystem functions, such as habitat for wildlife. There are a number of ways that land-use policy can be used to achieve more balance between market and non-market ecosystem services, including implementing market-based incentives to deter harmful private land-use decisions, establishing conservation areas, and using zoning and other land-use regulations to prevent deleterious land-use changes. Of these approaches, zoning and regulatory approaches have the potential to most effectively control land-use decisions, because of the greater control they afford land managers in targeting protection measures to specific locations and for their ability to overcome market forces driving land-use change (Lawler et al., 2014). The provision of important ecosystem services such as carbon sequestration, pollination, pest control, and water purification often depends on how land uses are arranged on a landscape.

At local scales, land-use planning is the primary approach used to influence the spatial pattern of land use. Zoning has been used in the U.S. since the early 20th century to specify permitted uses of land (Mills, 1979). In recent decades, urban containment policies, such as urban growth boundaries (UGBs), have become a common tool used to promote compact development (Wassmer, 2006). There are many earlier analyses of the effects of land-use regulations on housing and land prices (McMillen and McDonald, 2002; Quigley and Rosenthal, 2005; Ihlanfeldt, 2007; Lynch, et al., 2007; Grout et al., 2011), and a smaller number of studies that examine their effects on the rate of land development (recent examples include Cunningham, 2007; Boarnet et al., 2011; Dempsey and Plantinga, 2013). Several of the studies consider land-use regulations in Oregon, which is our focus as well. Knapp (1985) finds that land values are higher within the Portland Metropolitan Area UGB in two of three counties. Grout et al. (2011) find land price differ-
2. Background on Oregon’s land-use planning program

The current land-use planning system in Oregon was created by Senate Bill 100, approved in May 1973, with the goals of protecting farm and forest lands, conserving natural resources, ensuring orderly and efficient land development, coordinating decision making among local governments, and providing for citizen involvement. It directed the Land Conservation and Development Commission (LCDC) to develop planning goals that must be addressed in all local comprehensive land-use plans. The original set of 14 goals was adopted in December 1974. We focused our study on how well cities and counties have addressed Planning Goals 3, 4, 5, and 14. Goal 14 seeks “to provide for an orderly and efficient transition from rural to urban land use” (DLCD 2010). Cities and counties are required to designate UGBs and consider a variety of factors when doing so, such as the need to accommodate projected population increases and satisfy demands for housing and employment. Goal 3 requires that agricultural lands be inventoried and then preserved through the designation of exclusive farm use (EFU) zones. All agricultural lands that are not contained within a UGB, and not specifically designated for nonfarm use, are zoned EFU. Minimum lot sizes are 32 ha for agricultural land, unless it can be demonstrated that commercial agricultural enterprises can be maintained on smaller parcels. Construction within EFU zones is limited to dwellings and buildings that support agricultural activities. Goal 4 is similar to Goal 3 except that it applies to forests and requires the designation of “forest zones” that are typically 80 acres or greater in size.

Goal 5 requires local governments to “adopt programs that will protect natural resources and conserve scenic, historic, and open space resources for present and future generations” (DLCD 2010). Particular emphasis is given to riparian corridors. The Administrative Rule for Goal 5 instructs governments to limit permanent alterations to riparian areas, such as the placement of structures or impervious surfaces, and removal of native vegetation. For the most part, locally-adopted Goal 5 ordinances are applied to lands inside of UGBs, one important exception being land zoned for rural residential uses. Riparian management on commercial forest lands outside of UGBs is regulated by the Oregon Forest Practices Act. The Forest Practices Act was passed in 1971, but the rules for riparian management were not developed until the early 1990s, with the final rule adopted in 1994. The rules give landowners flexibility in managing lands in riparian areas, as long as progress is made toward the overarching objective of establishing mature forests. Agricultural lands outside of UGBs are subject to Oregon’s Agricultural Water Quality Management Act, which was passed in 1993. This policy requires the development of regional water quality management plans, but does not contain specific rules for riparian management.

Despite the requirements of the land-use planning system, there are a number of ways that development can occur on agricultural and forest lands and in riparian areas. Under Goal 5 rules, local governments can decide not to protect certain natural resources depending on the results of an economic, social, environmental, and energy analysis. Even if forest and riparian areas are protected, exceptions can be granted for roadways and paths, water conveyance, and water-dependent and water-related uses. In these cases, local governments may either grant variances to zoning rules or modify zoning designations in their comprehensive plans. Because land-use planning ultimately is carried out by a large number of local governments, the degree of State oversight is necessarily limited. For all of these reasons, the effectiveness of Oregon’s land-use planning system in promoting land conservation has remained an open question (Pease, 1994).

3. Data

We use USGS Land Cover Trends (LCT) data (Loveland et al., 2002) to estimate land-use changes in areas with and without land-use restrictions. The LCT is a publicly-available, national dataset derived from satellite images, aerial photography, and topographic maps via manual digitizing. The data represent a stratified (by ecoregion) random sample of 100-km² blocks for the years 1973, 1980, 1986, 1992, and 2000. Within each block, land cover is mapped at 60-m resolution using the Anderson Level 1 classification system. More recent LCT observations are also available at 30-m resolution. However, because our analysis included the earliest (1973) observations, we use 60-m data throughout our study period.

We focus our analysis on the Willamette Valley (approximately 30,000 km²), which contains Oregon’s major cities (Bend and Medford being notable exceptions) and over 70 percent of the State’s population. There are thirty-two LCT blocks in the Willamette Valley ecoregion (Fig. 1); twenty-nine of these blocks are completely within the Willamette Valley and 3 are partially within the Valley. We use data for 1973 to measure conditions before land-use planning was implemented (i.e., the “before” observations). The enabling legislation for Oregon’s land-use planning system was passed in 1973, but actual implementation took place in the years that followed. We use data for 2000 for the “after” observations.
which provides us with a sufficiently large window to observe the effects of land-use policies.

The Anderson Level 1 classification system used for the LCT data consists of eleven land-cover categories that are suitable proxies for land-use categories (Anderson et al., 1976). In the first part of our riparian area analysis, we consider whether land in any non-developed category moves to the development category. Developed land is defined as “areas of intensive use with much of the land covered with structures or anthropogenic impervious surfaces . . . or less intensive uses where the land cover matrix includes both vegetation and structures . . ., including any land functionally related to urban or built-up environments.” Examples of developed land include high- and low-density residential, commercial, and industrial developments, roads, parking lots, cemeteries, and golf courses. Note that clear-cut forest is not classified as development unless and until structures (or other built-up features) are erected.

For the second part of the riparian analysis, we consider whether lands in riparian areas are disturbed. Disturbance is a more comprehensive land cover category, which includes development in addition to agricultural land and land that otherwise has been mechanically disturbed. The mechanically disturbed category is defined as, “land in an altered and often unvegetated state that, due to disturbances by mechanical means, is in transition from one cover type to another.” Mechanical disturbances can include earth-moving, scraping, chaining, and reservoir drawdown, but in the Western U.S. it is most often associated with forest clear-cutting (Sleeter et al., 2012). Thus, in the second case, we are concerned with whether land moves from a non-disturbed category to a disturbed category.

Our definition of riparian area is based on existing literature. Castelle et al. (1994) defined a “buffer” as a vegetated zone that is located between natural resources and adjacent areas that are subject to human alteration. There is general consensus about the need for some buffering of aquatic and riparian resources from human influences. However, little agreement exists concerning the size of the buffer that is needed to achieve desired levels of protection. Based on their review of the literature, Castelle et al. (1994) suggested that adequate buffer sizes can vary from 15 to 200 m depending on the management or conservation goal. For the Pacific Northwest region, it has been suggested that the length of “one mature tree height” is likely adequate for the protection of salmonid species (Young, 2000). In old-growth stands in the Pacific Northwest region, mature Douglas-fir trees commonly are 60–75 m tall, and can reach heights of 100 m or more. Previous studies of riparian areas in Oregon have employed buffer widths that were similar to ours (Burnett et al., 2007; Ozawa and Yeakley, 2007). However, the width of riparian buffers used in practice is often smaller. For example, the “safe harbor” rules for riparian management in Oregon require buffers from 15 to 22 m.

Reflecting the range of defensible ways to define riparian areas, we consider three alternatives in our analysis. First, we limit our analysis to all land within 100 m or 200 m of a river or stream. The river and stream data were obtained from the Pacific Northwest Ecosystems Research Consortium (PNERC), which provides a line coverage of the stream network for the Willamette River Basin (Institute for a Sustainable Environment, 1999). We include all rivers and streams in the PNERC layer, which includes larger rivers and streams but also smaller, intermittent streams. The river and stream layer did not completely overlap the LCT data for the Willamette Valley, although loss of observations was minimal. An LCT pixel was considered to be within a riparian area if its centroid was within 100 m (or 200 m) of a river or stream. The overlap of the PNERC River Layer and the LCT blocks is shown in Fig. 2.

Although our analysis is focused on riparian areas, we also examine rates of development for agricultural and forest lands inside and outside of UGBs. Under the Anderson Level I classification system, agricultural land is defined as “land in either a vegetated or an unvegetated state used for the production of food and fiber” and includes cropland, pasture, orchards, vineyards, and confined livestock operations, but not forest plantations. Forests are defined as “tree-covered land where the tree-cover density is greater than 10%.”

We also obtained digital maps of UGB locations from the Oregon Department of Land Conservation and Development. We distinguish between riparian areas inside and outside of UGBs because Goal 5 ordinances mostly apply to the former lands, whereas other rules regarding forest practices and water quality apply to the latter. Similarly, rules governing the development of other (non-agricultural, non-forest, or non-riparian) land differ inside and outside of UGBs; for the most part, there are fewer development restrictions inside of UGBs. With minor exceptions, agricultural and forest land outside of UGBs is designated EFU and forest zone, whereas agricultural and forest lands within UGBs are not. Finally, because the land-use planning rules apply only to private lands, we obtained data on land ownership from 2008 developed by the Oregon Department of Forestry and available from the Oregon Geospatial Office. We would have preferred to use land-ownership data from an earlier period, but only the 2008 data were available. To our knowledge, public and private ownership has not changed much in this region since the early 1970s, before the date of the earliest land-use data we examined.

Summary statistics for our data set are presented in Table 1. The largest numbers of pixels are in agriculture, forest, and develop-
ment, respectively. Inside of UGBs, there are more developed pixels than agricultural and forest pixels, but outside of UGBs agricultural and forest pixels are more prevalent. Inside of UGBs, there are a similar number of agricultural, forest, and developed pixels inside riparian areas, but outside of UGBs many more agricultural and forest pixels are found in riparian areas. In absolute terms, the largest change in land use over the 1973–2000 period involved forest land outside of UGBs, a decrease of approximately 29,000 pixels. However, this change was mirrored by an increase of almost 21,000 pixels in the mechanically disturbed category, which is associated with clear-cut timber harvesting.

4. Methods

The non-random assignment of zoning and urban growth controls is a challenge to accurately measuring the effectiveness of land-use planning. It is not valid to simply compare lands subject to different rules under the planning system, because those “treatments” were not randomly assigned. For example, suppose that one measures how much land is developed within and outside of riparian areas. One might find less development of riparian lands compared to non-riparian lands. However, this does not necessarily indicate that regulations are effective at preventing development in riparian areas. It could be that lands outside of riparian areas were already highly developed or that there was development pressure outside but not inside the riparian areas. In other words, lands inside riparian areas may have characteristics that make them less (or more) suitable for development, such that different patterns of development would have occurred in the absence of zoning regulations. A simple comparison of riparian and non-riparian areas would mistakenly attribute the effects of these characteristics to regulations, in this case overstating the impact of the policy.

For our application, we measure the effects of land-use planning on conservation outcomes using the DID estimator. The estimator is easiest to explain with a simple illustration of development shares over time for lands inside and outside of riparian areas (Fig. 3). The initial year is 1973, before the adoption of Goal 5 ordinances regulating development in riparian areas, and the ending year is 2000, some years after the policies have been in effect. Suppose that data are available for 1973 and 2000 on the total and developed areas...
of land inside and outside of riparian areas. For each category and year, one can measure the development share as the ratio of developed to total land area. A comparison of the development shares for 2000 only (labeled “Difference in 2000”) is clearly misleading because in 1973, even before the ordinances were adopted, there was a sizable difference in the development shares (labeled “Pre-

### Table 1


<table>
<thead>
<tr>
<th>Land-use class 1973</th>
<th>Inside UGB</th>
<th>Outside UGB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of pixels</td>
<td>Number in riparian area (100 m)</td>
</tr>
<tr>
<td>Water</td>
<td>1794</td>
<td>837</td>
</tr>
<tr>
<td>Developed</td>
<td>38,404</td>
<td>3035</td>
</tr>
<tr>
<td>Mech. disturbed</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>Mining</td>
<td>454</td>
<td>47</td>
</tr>
<tr>
<td>Forest</td>
<td>33</td>
<td>18</td>
</tr>
<tr>
<td>Grass/shrub</td>
<td>13,088</td>
<td>3179</td>
</tr>
<tr>
<td>Agriculture</td>
<td>309</td>
<td>25</td>
</tr>
<tr>
<td>Wetland</td>
<td>22,852</td>
<td>3056</td>
</tr>
<tr>
<td>Total</td>
<td>78,380</td>
<td>10,777</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Land-use class 2000</th>
<th>Inside UGB</th>
<th>Outside UGB</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of pixels</td>
<td>Number in riparian area (100 m)</td>
</tr>
<tr>
<td>Water</td>
<td>1698</td>
<td>805</td>
</tr>
<tr>
<td>Developed</td>
<td>46,780</td>
<td>3883</td>
</tr>
<tr>
<td>Mech. disturbed</td>
<td>556</td>
<td>86</td>
</tr>
<tr>
<td>Mining</td>
<td>409</td>
<td>48</td>
</tr>
<tr>
<td>Barren</td>
<td>41</td>
<td>25</td>
</tr>
<tr>
<td>Forest</td>
<td>11,310</td>
<td>2914</td>
</tr>
<tr>
<td>Grass/shrub</td>
<td>341</td>
<td>36</td>
</tr>
<tr>
<td>Agriculture</td>
<td>15,893</td>
<td>2379</td>
</tr>
<tr>
<td>Wetland</td>
<td>1352</td>
<td>601</td>
</tr>
<tr>
<td>Total</td>
<td>78,380</td>
<td>10,777</td>
</tr>
</tbody>
</table>

**Fig. 3.** Illustration of the difference-in-difference estimator. The green and red lines show how the share of land in development changed inside and outside of riparian areas, respectively. In 2000, there is a large difference in the development share for riparian areas and other lands (Difference in 2000). Much of this difference is due to differences in the shares that existed before 1973, prior to the adoption of the Goal 5 ordinances. The difference-in-difference estimate (ΔRiparian − ΔOther) removes the effects of pre-existing differences in development shares to give a more accurate estimate of the effects of Goal 5. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
existing difference). The DID estimate is computed as the change in the development shares for riparian areas (labeled “ΔRiparian”) minus the change in the development share for other lands (labeled ΔOther). Thus, ΔOther represents the counterfactual change; that is, it is an estimate of how the development share would have increased for riparian areas had the Goal 5 ordinances not been adopted. A comparison of ΔOther to the actual change (ΔRiparian) identifies how much the policy reduced development in riparian areas. By comparison, a matching estimator uses untreated observations with similar characteristics, usually measured at the same point in time, to construct the counterfactual (Rosenbaum and Rubin, 1983).

The error in using “Difference in 2000” to measure the effects of the Goal 5 ordinances is that it includes the “Pre-existing difference” in the development shares as an effect of the policy. However, the Goal 5 ordinances could not have been the cause of the lower development share in riparian areas prior to their adoption. The DID estimator removes the pre-existing difference from the estimate of the policy’s effect: ΔRiparian − ΔOther is equal to the “Pre-existing difference” minus the “Difference in 2000”. To implement the DID estimator, it is critical that data are available from before and after the adoption of the regulations. If ΔRiparian and ΔOther are measured after the adoption of the regulation, the pre-existing difference between riparian and other lands cannot be identified. It is also necessary that landowners did not anticipate the regulation and undertake pre-emptive development prior to 1973. If they had, then our estimate of the effects of the regulation could be biased in either direction. The legislative history of the land-use planning system helps to alleviate concerns about pre-emptive development. The official announcement that UGBs would be required was not made until late in 1974 and, even then, no specific information was provided on how the boundaries would be drawn. This was left to the cities and counties to determine. While the key legislation (Senate Bills 10 and 100) passed in 1973, the bills only identified statewide planning goals and neither specifically mentioned UGBs.

The DID estimate accurately measures the effects of the Goal 5 ordinances even if other factors also influenced development between 1973 and 2000. For example, suppose that in addition to the Goal 5 ordinances, an impact fee policy had also been implemented during this period that required developers to reimburse local governments for the additional costs of public services brought about by new development. As long as the impact fees would have affected lands inside riparian areas in the same way as lands outside, the DID estimate would still measure only the effect of the Goal 5 ordinances. To see this, suppose that Δfee is the reduction in the development share due to impact fees. Then, the observed change in development shares inside riparian areas would have been ΔRiparian − Δfee and the observed change on other lands would have been ΔOther − Δfee. The DID estimate is unchanged because (ΔRiparian − Δfee) − (ΔOther − Δfee) = ΔRiparian − ΔOther. In general, the DID estimate is robust to any influences on development shares during the 1973 to 2000 period, as long as all lands were affected in the same way. This would include influential socioeconomic factors, such as population growth and in-migration of new residents.

We implement the DID estimator using a regression model. The dependent variable is a binary indicator of whether an LCT pixel is developed (or disturbed), which we denote yit where i indexes pixels and t indexes the year. The

\[ y_{it} = \beta_0 + \beta_1 \text{UGB}_i + \beta_2 \text{TIME} + \beta_3 \text{BUFFER}_i + \beta_4 \text{TIME} \times \text{UGB}_i + \beta_5 \text{TIME} \times \text{BUFFER}_i + \beta_6 \text{TIME} + \epsilon_{it} \]

where UGBi equals 1 if pixel i is inside of a UGB and 0 otherwise, TIME equals 1 if t = 2000 and 0 if t = 1973, BUFFERi equals 1 if pixel i is inside of a riparian buffer and 0 otherwise, \( \epsilon_{it} \) is a random disturbance term, and the \( \beta_i \)s are model coefficients.

Because it includes three indicator variables, Eq. (1) is a difference-in-difference-in-difference (or triple difference) model (Wooldridge, 2000). Compared to the difference-in-difference estimator described above, the triple difference model estimates separate effects of regulations inside and outside of UGBs. This allows us to distinguish effects of Goal 5 ordinances from those of the Forest Practices Act and Agricultural Water Quality Management Act.

The coefficients in Eq. (1) have useful interpretations. The coefficient on the \( \text{TIME} \times \text{UGB} \) variable (\( \beta_4 \)) measures the degree to which planning rules have concentrated development (or disturbance) on non-riparian lands inside of UGBs, accounting for any pre-existing differences in development or disturbance rates. The coefficient on the \( \text{TIME} \times \text{BUFFER} \) variable (\( \beta_5 \)) measures how much the planning rules have raised or lowered development or disturbance rates in riparian areas outside of UGBs. Finally, the coefficient on the triple-interaction variable \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \) (\( \beta_6 \)) measures the degree to which development or disturbance has been affected inside riparian areas that are located inside of UGBs.

We estimate four versions of the model that vary by whether the dependent variable measures development or disturbance and whether we define riparian areas using a 100 m or 200 m buffer. For our basic set of results, we pool the observations for all of the cities represented in the data. We also estimate separate models for each UGB area (pixels inside and outside the UGB) in order to characterize potentially heterogenous effects of regulations. This analysis requires that each pixel outside of a UGB be assigned to a UGB, and we assigned pixels to the nearest UGB based on straight-line distances to the closest edge of a UGB. For each UGB area, we report estimates of \( \beta_4, \beta_5, \) and \( \beta_6 \) for the development and disturbance models and a 100 m buffer. The full set of estimates is available from the authors upon request.

5. Results

5.1. Development and disturbance of riparian lands

Coefficient estimates and heteroscedasticity-robust standard errors for Eq. (1) are presented in Table 2.1. All coefficient estimates are significantly different from zero at the 1% level. Model [1] considers effects on development and uses a 100 m buffer definition. The coefficient on the \( \text{TIME} \times \text{UGB} \) variable is equal to 0.10, indicating that the development rate for non-riparian lands was 10 percentage points higher inside compared to outside of UGBs. This finding provides evidence that the planning rules concentrated development near existing cities. Nevertheless, some development occurred outside of UGBs, as indicated by the coefficient on the \( \text{TIME} \) variable. Between 1973 and 2000, the amount of non-riparian land developed outside of UGBs increased by 1.2 percentage points. The coefficient on the \( \text{TIME} \times \text{BUFFER} \) variable reveals that less development occurred within riparian areas outside of UGBs, although the effect is relatively small, a −0.5 percentage point reduction. The effects of planning rules in terms of reducing development of

---

1 An alternative to heteroscedasticity-robust standard errors are cluster-robust standard errors, which adjust for potential spatial correlation in the residuals. Implementation of this approach requires that we define the clusters, or groups of observations for which we expect residuals to be correlated. One way to cluster is by UGBs, which requires that pixels outside of UGBs be assigned to a UGB. We used the assignment rule based on distance to the nearest UGB edge to define clusters and found that, for the most part, standard error estimates are unaffected.
riparian lands was larger inside of UGBs. The coefficient on the \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \) variable is \(-0.028\), indicating that development rates for riparian lands fell by an additional 2.8 percentage points inside of UGBs.

For model [2], the dependent variable is disturbance instead of development. In contrast to the model [1] results, disturbance rates on non-riparian lands were lowered inside of UGBs, as evidenced by the negative coefficient on the \( \text{TIME} \times \text{UGB} \) variable. This finding likely reflects the fact that the Forest Practices Act, which applies outside of UGBs, place fewer restrictions on timber harvesting in non-riparian areas. However, these regulations did reduce disturbance in riparian areas. The estimated coefficient on the \( \text{TIME} \times \text{BUFFER} \) variable indicates that disturbance rates fall by 2.6 percentage points in riparian areas outside of UGBs. Finally, disturbance rates actually rose in riparian areas inside of UGBs. The estimated coefficient on the \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \) variable reveals that under Goal 5 planning rules disturbance rates for riparian lands were 2.5 percentage points higher inside of UGBs.

Models [3] and [4] use a 200 m buffer to define riparian areas instead of a 100 m buffer. The estimated effects on development and disturbance are mostly unchanged under this alternative definition.

### 5.2. Riparian results by UGB area

In Table 3, we present coefficient estimates for the key variables (\( \text{TIME} \times \text{UGB} \), \( \text{TIME} \times \text{BUFFER} \), and \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \)) and for each of the 20 UGB areas. The signs of the coefficient estimates mostly correspond to the results in Table 2, although for some of the variables many of the estimates are not significantly different from zero. For the development models, the \( \text{TIME} \times \text{UGB} \) coefficient is positive and significantly different from zero in 16 cases, indicating that development was concentrated on non-riparian lands inside of UGBs. In one case (St. Helens) it is negative and significant and in the remaining cases the estimate is insignificant. Although the sign of the effect is the same as in the pooled model, its magnitude varies from 0.049 in Dundee to 0.437 in Sublimity. This finding suggests that the planning rules are implemented with varying degrees of stringency across municipalities, or that there are differences in underlying socioeconomic and demographic patterns.

The estimated coefficients on the \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \) variable also have the same sign in the development models. Nine of the estimates are negative and significantly different from zero, indicating that regulations applied inside of UGBs had the effect of reducing development rates inside riparian areas. The size of the effect ranges from \(-0.056\) to \(-0.172\). However, in nine cities no effect was found.\(^2\) The results for the \( \text{TIME} \times \text{BUFFER} \) effect were more varied. Five of the coefficient estimates are negative and significantly different from zero, as in the pooled model, but three estimates are positive and significant and 12 estimates are insignificant. These results indicate widely varying effects of planning rules in terms of influencing development in riparian areas outside of UGBs.

In the disturbance models, the estimated coefficients on the \( \text{TIME} \times \text{UGB} \) variables are negative and significant in nine cities and insignificant in the rest. This finding of lower disturbance rates inside of UGBs was also found with the pooled model, although the estimated effects for individual cities are larger \((-0.024\) to \(-0.088\) compared to \(-0.005\)). The \( \text{TIME} \times \text{BUFFER} \) coefficient estimates are negative and significant in five cases, positive and significant in one case, and insignificant in the remaining cases. These findings indicate that planning rules in effect outside of UGBs reduced disturbance in some riparian areas, but for the most part had no effect. Finally, Lowell and Portland Metro appear to be responsible for the positive and significant coefficient on the \( \text{TIME} \times \text{UGB} \times \text{BUFFER} \) variable in the pooled model. The coefficient estimates for these two cities are relatively large (0.084 and 0.089, respectively) and significantly different from zero, whereas the coefficient estimates for the remaining cities are insignificant. As such, we find that planning rules increase disturbance in riparian areas inside of UGBs in two cities, but elsewhere have no effect.

### 5.3. Agricultural and forest lands

We examine data on agricultural and forest lands to provide some suggestive evidence on how the land-use planning program has differentially affected these types of lands. We are unable to implement a DID estimator in this case because we lack the data to construct a suitable counterfactual. First, we do not observe development rates for agricultural and forest lands in the absence of the planning program. Ideally, we could measure the rate at which these lands were developed before 1973 and use these measures as the development rates that would have occurred had the planning rules never been adopted. Second, it is hard to make an argument that land in non-agricultural (non-forest) uses would have

---

\(^2\) For two cities (Donald and Sublimity), the coefficient on the triple interaction term could not be estimated because of a lack of data.
been developed at the same rate as agricultural (forest) lands but for the planning rules. For example, the costs of developing agricultural lands are likely to be lower than the costs of developing non-agricultural lands, such as forests.

As an alternative to formal estimation, we compute development rates for agricultural and forest lands over the 1973–2000 period, inside and outside of UGBs (Table 4). Twenty-eight percent of agricultural land inside of UGBs was developed between 1973 and 2000, compared to only 11% of non-agricultural land. Outside of UGBs more agricultural pixels moved into the development category by 2000, but rates of development were similar for agricultural and non-agricultural lands. In contrast, development rates were higher for non-forest land inside of UGBs than for forest land (25% compared to 13%). In large part, the non-forest category is comprised of agricultural land. Outside of UGBs, development rates for forest and non-forest lands were similar. These results show that agricultural lands were developed at a greater rate than forest lands, especially inside of UGBs, during the period when planning rules were adopted in Oregon. Whether the planning rules were the cause of this difference is unclear since there could be other characteristics of agricultural land that make it more economical to develop than forest land, such as flatness and good drainage.

### Table 3

<table>
<thead>
<tr>
<th>UGB</th>
<th>Development</th>
<th>Disturbance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time * UGB</td>
<td>Time * Buffer</td>
</tr>
<tr>
<td></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
</tbody>
</table>

Notes: The asterisks, ***, **, and *, denote significance at the 1%, 5%, and 10% significance levels, respectively. A table entry of >−0.001 indicates a negative estimate contained in the (−0.001, 0) interval. A table entry of <0.001 indicates a positive estimate contained in the (0, 0.001) interval.

### Table 4

<table>
<thead>
<tr>
<th>Category</th>
<th>Sample Proportions (Development)</th>
<th>Number of Developed Pixels</th>
<th>Total Pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agricultural land, inside UGB</td>
<td>0.00</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>Non-agricultural land, inside UGB</td>
<td>0.00</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Difference</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Agricultural land, outside UGB</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Non-agricultural land, outside UGB</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Difference</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Forest land, inside UGB</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Non-forest land, inside UGB</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
<tr>
<td>Difference</td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
<td><img src="image_url" alt="Image" /></td>
</tr>
</tbody>
</table>

6. Discussion and conclusions

Land-use policies have the potential to deter development in areas that are important for the provision of non-market ecosystem services. However, not all policies are effective (Lewis et al., 2011; Lawler et al., 2014). Our results show that Oregon’s land-use planning program has concentrated development inside of UGBs, while at the same time deterring development inside of riparian areas. Development rates were 10 percentage points higher inside UGBs compared to outside and rates were almost 3 percentage points lower inside of riparian areas. The decrease in riparian area development occurred inside of UGBs. Outside of UGBs, the decline was a smaller 0.5 percentage points. We observe that most of the land developed inside the UGB was agricultural land, rather than forest or other lands, although we cannot necessarily attribute this difference to the land-use planning program since agricultural land may be less costly to develop. Outside of UGBs, agricultural and forest land were developed at similar rates.

We also examined disturbance in riparian areas, which includes development as well as conversion to agriculture and mechanical disturbances, which are often associated with timber harvesting. Our results suggest that land-use planning reduced disturbance
rates on non-riparian lands inside of UGBs, but increased them inside of riparian areas. Although the changes are not large, these findings indicate that planning policies may not always be effective in promoting ecosystem services. Although disturbance rates rose inside of UGBs, outside of UGBs they declined by a similar magnitude.

We estimate separate models by UGB area to explore geographic differences in the effects of land-use planning. Overall, we find that the directional effects on development and disturbance rates are consistent with the results obtained for the pooled model. However, in many UGB areas we find effects that are not significantly different from zero. In the most extreme case, we find large increases in disturbance rates in riparian areas for two UGB areas, but no effect in the other 18 areas. In contrast, the finding that development was concentrated on non-riparian lands inside of UGBs held for almost all of the UGB areas, although there were large differences in the magnitude of the effects. These results may be explained by the fact that municipalities in Oregon have some latitude in how they implement statewide planning goals.

Our results highlight the importance of accounting for the non-random assignment of zoning and other land-use regulations. Inside of UGBs, much greater percentages of non-riparian lands were developed in 2000 compared to riparian lands (63% compared to 36%). However, from 1973 to 2000, there were only small differences in the changes in these percentages (although a large number of non-riparian pixels were developed). The sample proportions for 1973 showed that the large differences between non-riparian and riparian lands existed prior to the implementation of the planning system and other riparian management policies (inside of UGBs, the difference is 52% compared to 28%). The DID estimator removes this pre-existing difference from the estimate of the effects of the policy. This approach requires data prior to the adoption of land-use planning laws. Although time-series information on land use is increasingly common, when these data are unavailable matching and regression discontinuity design (Grout et al., 2011) provide an alternative approach to controlling for non-random assignment of land-use policies.

Our results have important ramifications for the provision of ecosystem services elsewhere. Currently, there is great interest in increasing the ecosystem services provided on private land (Sanchirico and Siikamäki, 2007) and in schemes involving payments for ecosystem services (Jack et al., 2008). A fundamental challenge is to design policies that will be both politically feasible and effective. Private landowners are likely to prefer payments for ecosystem services over traditional regulatory approaches because they receive compensation and can participate on a voluntary basis (Jack et al., 2008). However, voluntary payment schemes may achieve only a small share of the potential gains in ecosystem services, in part because conservation agencies have little control over which lands are conserved (Nelson et al., 2008; Lewis et al., 2011). In theory, regulatory approaches such as zoning give an agency more control over which lands are protected, because they are able to specify permissible uses at particular locations. In practice, however, even regulatory approaches must have some degree of flexibility to strike a balance among competing objectives, and this need for flexibility may reduce overall effectiveness. Our results show that while zoning and other land-use regulations do not completely prevent land development and disturbance, they can prevent land-use changes that would likely have negative impacts on important ecosystem services.

Land use planning evaluations, such as ours, could be used to examine to what extent land-use planning programs aimed to conserve land, such as Oregon’s, have resulted in the protection of ecosystem services. The relationships between land protection and ecosystem service provisioning are often non-linear, and where that is the case ecosystem services may still decline even when land protection is successful (Butsic et al., 2010). A number of models based on geospatial interactions provide opportunities for quantifying the ecosystem services provided by different land uses at a variety of spatial scales (Waage et al., 2008). Applications of the spatially explicit InVEST modeling tool, for example, have been used to evaluate changes in the supply and value of ecosystem services resulting from land use change (e.g., Nelson et al., 2010; Polasky et al., 2011; Kovacs et al., 2013). Similar applications could augment land use policy analyses such as ours to quantify associated policy effects on ecosystem services. Although such analyses was beyond the scope of our study, our results enable such analyses in the future. Ultimately, we suggest that the most relevant metric of success of any land use planning programs is not just by how much of a given type of land has been protected, but also by the degree to which protected lands provide the ecosystem services that society values and that motivated the land-use planning efforts.
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